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Resumen: Los sistemas embebidos con FPGA (Field Programmable Gate Arrays) son
utilizados en muchas aplicaciones en areas de comunicaciones, automotriz, biomédica y
aeroespacial debido a sus ventajas de reconfiguracion de hardware y paralelismo. En este
trabajo se presenta un analisis de desempeio de dos sistemas embebidos implementados
en la tarjeta Basys 3, la cual contiene un FPGA Artix-7. En ambos sistemas se desarroll6 el
software, el cual integra una aplicacion y controladores de los mddulos de hardware. En la
parte de hardware un disefio fue implementado con médulos de propiedad intelectual y
otro con moédulos desarrollados en lenguaje de descripcién de hardware. Este ultimo
present6 el mejor desempefio al utilizar solo el 3.37% de los bloques l6gicos disponibles del
FPGA Artix-7 y un consumo de potencia de 0.106 W.

Palabras clave: sistema embebido, VHDL, disefio de harware, desarrollo de software,
desempefio.

1. Introduccion

En la actualidad, los sistemas embebidos en FPGA (Field Programmable Gate
Arrays) representan una solucion eficiente y flexible para aplicaciones que
requieren procesamiento en tiempo real, bajo consumo de energia y personalizacién
a nivel de hardware. Estas caracteristicas proporcionan una solucién intermedia
entre los ASICs (Application-Specific Integrated Circuits) y los procesadores de
proposito general.

Gracias a la integracién de procesadores soft como Miicrobalaze [1] y Nios V [2],
implementados en HDL (Hardware Description Language), y procesadores fisicos
como ARM Cortex, desarrollado en nodos tecnoldgicos desde los 180 nm [3]; es
posible el disefio de sistemas embebidos heterogéneos que combinan légica
programable con procesamiento convencional. Esta arquitectura hibrida ha
impulsado su adopcién en dareas como visibn por computadora, robédtica,
comunicaciones y sistemas [0T (Internet of Things), donde la capacidad de
paralelismo y la adaptabilidad de los FPGAs ofrecen ventajas significativas frente a
plataformas tradicionales [4-7].

El disefio de un sistema embebido en FPGA implica el desarrollo de hardware y
software. Respecto al hardware, las plataformas de disefio como Vivado [8] y
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Quartus [9] contienen diferentes mddulos de propiedad intelectual (PI), algunos de
uso gratuito y otros a través de licencias. La mayoria de los sistemas embebidos con
FPGA integran moédulos de PI, simplificaciéon de la etapa disefio. Por otro lado, es
posible desarrollar sistemas embebidos sin utilizar m6dulos de PI. Sin embargo, esto
implica un conocimiento avanzado de HDLs como VHDL [10] y Verilog [11]. Por otra
parte, el software del sistema embebido se puede implementar en RiscFree IDE y
Vitis para FPGAs de Intel y AMD, respectivamente [12,13].

En este trabajo se presenta un estudio del desempefio de sistemas embebidos en
FPGA a través del disefio de dos sistemas embebidos minimos, el primero se disefié
con mddulos PI de AMD y en el segundo utiliza m6dulos de hardware en VHDL.
Ambos sistemas embebidos fueron evaluados utilizando la misma aplicacién de
software y se implementaron en el mismo FPGA.

2. Metodologia

Los sistemas embebidos analizados en este trabajo se disefiaron con las
herramientas de disefio Vivado Desing Suit y Vitis 2020.2 para el desarrollo de
hardware y software, respectivamente [8]. Los dos sistemas se implementaron en la
tarjeta de desarrollo Basys 3 de Digilent, la cual contiene el FPGA Artix-7 de AMD
[14]. Ambos sistemas utilizaron los mddulos de hardware del procesador soft
Microblaze, el médulo UART (Universal Asynchronous Receiver-Transmitter) y el
modulo GPIO (General Purpose Input/Output). Finalmente, en ambos sistemas se
implementaron los drivers correspondientes para cada modulo o periférico y se
ejecuto la misma aplicacion de software. La Uinica diferencia radica en que el sistema
system-ip utiliz6 m6dulos de PI de AMD y el sistema system-hdl utiliz6 médulos de
hardware desarrollados en VHDL.

2.1 Disefio de hardware

El disefio system-ip se integré con los médulos PI del procesador soft Microblaze,
el mdédulo AXI-UART (Advanced eXtensible Interface - Universal Asynchronous
Receiver-Transmitter) y el médulo GPIO como se observa en las Figuras 1 y 2.
También se observa que en el disefio aparecen mas modulos de hardware, los cuales
son agregados automaticamente por la herramienta de Vivado al realizar la
automatizacion de interconexion.

system-ip
reset| _lled_16bits_tri_o[15:0]
sys_clock| __|usb_uart_txd
usb_uart_rxd|

Figura 1. Médulo principal del sistema embebido system-ip implementado en Vivado.
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Figura 2. Arquitectura de system-ip en Vivado con los médulos UART, Microblaze y GPIO en
recuadros azul, rojo y morado, respectivamente.

En las Figuras 3 y 4 se muestra la arquitectura del disefio system-hdl. Este sistema
se implemento6 con el procesador soft Microblaze (CPU en recuadro rojo de la Figura
3), y los mddulos UART, GPO, y GPI como se muestra en los recuadros azul, rojo y
morado de la Figura 4, respectivamente. Se observa que en este disefio los m6dulos
GPO y GPI estan separados en dos mddulos en vez de un solo médulo GPIO. Todos
los médulos del disefio system-hdl, a excepcidn del procesador, estan desarrollados
en VHDL y se tomaron del sistema Vanilla [14]. En ambos sistemas el procesador
Microblaze se configuré con 128 kb de memoria RAM y una frecuencia de reloj de
100 MHz.

system-hdl

Sk BUF inat
i
o

L ectis]

Figura 3. Mddulo principal del sistema embebido system-hdl con los médulos chu_mcs_bridge, cpu
(Microblaze) y mmio_sys_vanilla en recuadros azul, rojo y morado, respectivamente.

Después de agregar las fuentes de los mddulos de hardware de cada sistema y su
respectivo archivo de distribucion de pines de la tarjeta Basys 3, se realizo el proceso
de sintesis y generacidn del archivo .bit (bitstream) para programar el hardware en
el FPGA Artix-7. Finalmente, se exporté el hardware de ambos sistemas, archivo .xsa
(Xilinx Support Archive) que describe la plataforma de hardware.
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Figura 4. Arquitectura de system-hdl con los médulos UART, GPl y GPO en recuadros azul, rojoy
morado, respectivamente.

2.2 Disefo de software

El disefio de software se realizé de acuerdo con el diagrama de flujo de la Figura
5a. El primer paso fue la creaciéon de un espacio de trabajo en Vitis. Posteriormente,
se cre6 la plataforma, importando la plataforma de hardware (archivo .xsa) que se
exporté en Vivado; la cual es una combinacién de componentes de hardware y
componentes de software (dominios/Board Support Package (BSP), etc.). A
continuacion, se genero el BSP, que proporciona el soporte basico parala plataforma
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de hardware, facilitando la inicializacién del sistema al encenderse y permitiendo la
ejecucion del programa de aplicacidn.

En ambos sistemas se emple6 un BSP tipo auténomo que ofrece una capa de
software sencilla y de bajo nivel. Esta configuraciéon brinda acceso directo a las
funciones basicas del procesador sin necesidad de un sistema operativo, como se
observa en la Figura 5a.

Después, se implementaron los controladores para los médulos de hardware
UART, GPO y GPI como se observa en la Figura 5b. En el disefio system-ip, estos
controladores se desarrollaron a partir de las bibliotecas disponibles para cada
modulo de PI. En cambio, en el disefio system-hdl, se utilizaron los controladores
desarrollados en el sistema Vanilla [14].

Abrir Vitis y crear
espacio de trabajo

y

Plataforma de descripcion
de hardware (xsa)

Crear plataforma

v Programa de aplicacion
Crear programa de
aplicacion Controlador | Controlador | Controlador
UART GPI GPO

h 4

. Procesador y modulos de hardware
Compilar programa de

aplicacion (elf)

b)

Programar FPGA

Figura 5. a) Diagrama de flujo para desarrollar el software de los disefios. b) Capas que integran el
software.

Posteriormente, se desarroll6 el programa de aplicacion en C++ que contiene un
ciclo infinito con el que inicia el sistema, interactuando con cada moédulo de
hardware y el procesador. Las rutinas que incluye la aplicacion son el parpadeo de
todos los LEDs cinco veces cada segundo, el encendido de los LEDs uno por uno cada
segundo y el envio de mensajes a través de UART. Tras ello, el software se compilé
en Vitis, generando el archivo ejecutable (.elf), el cual se carga en la memoria RAM
del procesador MicroBlaze de ambos disefios. Esta carga se realizé desde Vivado,
asociando el archivo (.elf) con la arquitectura de hardware correspondiente.
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Finalmente, se regenerd el bitstream en Vivado, integrando tanto el hardware
como el software, para programar el FPGA Artix-7 como se observa en la Figura 5a.
Para verificar el correcto funcionamiento de ambos sistemas, se utilizé una conexién
serial mediante la herramienta PuTTY, lo que permitio visualizar mensajes, asi como
depurar y optimizar el software.

3. Resultados

En esta seccidn se presentan los resultados obtenidos de la implementacién de
ambos disefios y se realiza un analisis comparativo del desempefo y los recursos
utilizados.

Enla Figura 6 se puede observar que el disefio system-ip utiliza la mayor cantidad
de recursos. El disefio utilizé 6.96 % de los CLBs (Configurable Logic Blocks)
disponibles en el FPGA Artix 7 donde la mayoria de los elementos fueron LUTs
(Look-Up Tables); y principalmente, se utilizaron para el disefio de circuitos logicos
con un 6.38 % y solo el 1.44 % de las LUTS se utiliz6 como memoria. Por su parte el
disefio system-hdl utiliza la menor cantidad de recursos, a excepcién de los bloques
[OB (Input/Output Block) y multiplexores. Esto se debe a que el sistema Vanilla [14]
esta preconfigurado para integrar hasta 64 modulos de hardware como se observa
en la Figura 4. En los registros de estos mddulos, el procesador puede escribir y leer
datos a través de un decodificar 6 a 64 y un multiplexor 64 a 1, respectivamente.

64.00%
Block RAM Tile

Bonded IOB
CLB

64.00%

8
Muxes
|-
LUTs

LUT(Memaory) =
LUT(Logic)

0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00% 70.00%

u system-ip  m system-hdl

Figura 6. Comparacidén de los recursos de hardware utilizados en los disefios system-ip y system hdl.

En la Figura 7 se muestra el consumo de potencia de ambos sistemas. El consumo
de potencia total de cada disefio esta definido por

P = Pgiaric + denamic (D

donde Pstqt;c representa el consumo de potencia estatica y Pgynamic €S 1a potencia

dindmica. Las dos contribuciones mas importantes de la potencia estatica son la
potencia consumida cuando los transistores estan completamente apagados o

www.cienciaplicada.mx 28



Revista Ciencia Aplicada

Conocimiento Multidisciplinario ISSN: 3122-3664

encendidos y la debida a corrientes de fuga. La potencia dindmica tiene tres
contribuciones importantes, la frecuencia del sistema, la capacitancia de carga y el
voltaje de alimentacion; por lo tanto, estd relacionada con la velocidad de
conmutacién (encendido / apagado) de los transistores.

On-Chip Power on-Chip Power
. Dynamic: 0.133W (64% Dynamic: 0.033W
R 31%
| 7% | . . 14% ‘
5% Clocks: 0.009 W : = Clocks: 0.005W (14%
64% Signals: 0.007 W 3 ek Signals:  0.007W (21%
6%
Logic: 0.003 W Logic: 0.002 W
BRAM: 0.008 W 69% 59% BRAM: 0.019W (59%
B MMCM: 0.106 W 1/O: <0.001 W
1/0: <0.001 W
5% Device Static: 0.073W
Device Static: 0.073W (36%
system-ip system-hdl

Figura 7. Comparacidn del consumo de potencia en los disefios system-ip y system hdl.

En la Figura 7 se observa que el consumo de potencia total para el disefio system-
ip fue de 0.206 W; mientras que, para el disefo system-hdl fue de 0.106 W. También
se observa que el consumo de potencia dindmico es mayor en el disefio system-ip
con 0.133 W contra solo 0.033 W en el disefio system-hdl. El 79 % de la potencia
dinamica del disefio system-ip se consume en el médulo MMCM (Mixed-Mode Clock
Manager). Este mddulo es una fuente de sefiales de reloj para FPGAs y sistemas
embebidos de AMD que se utiliza para generar multiples sefiales de reloj con varias
relaciones de frecuencia y fase a partir de una sola sefial de reloj de entrada. Este
modulo es principalmente utilizado por el protocolo AXI (Advanced eXtensible
Interface).

4. Conclusiones

Los disenos system-ip y system-hdl se desarrollaron satisfactoriamente. El
disefio system-hdl utilizé la menor cantidad de recursos de un FPGA Artix-7 y el
menor consumo de potencia. Esto plantea la posibilidad de desarrollar sistemas
embebidos mas complejos en FPGAs mas econdmicos y pequefios; utilizando
modulos de hardware en VHDL en lugar de modulos de PI de AMD. Como trabajo a
futuro se continuaran agregando mddulos de hardware a estos sistemas con la
finalidad de determinar si esta tendencia se mantiene o cambia al tener sistemas
embebidos mas grandes y con mayores requerimientos.
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